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ABSTRACT  
We present in this work the application of data mining to analyze and predict the 
index movement of the Stock Exchange of Thailand (SET). The daily SET index 
movement prediction of our analysis is either stable, increase, or decrease. Our 
short-term prediction models are derived based on the co-movement analysis of two 
major stock markets of East Asia: Nikkei and Hong Kong Hang Seng (HSI). The 
opening and closing prices of the Nikkei and HSI are used to predict the direction of 
SET index. The models are created from different schemes: the same-day analysis, 
date-lagging analysis using the same train-test data, and date lagging analysis using 
separate train-test data. The models from these three strategies are demonstrated in 
this work. From our experimentation, the most accurate model is the one built from 
both lagging and current data of Nikkei and HSI indexes. Our best model can predict 
the SET index movement with 72.73% accuracy using a separate set of test data.  
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1. INTRODUCTION 
In a current globalization world, domestic economy in most countries, including 
Thailand, has been inevitably impacted by the fluctuation in the international financial 
markets. The increasing significance of international movement to the domestic 
motion has been reported in many research works (Liao and Chou, 2013; Wang, 2014; 
Aloui and Hkiri, 2014; El Alaoui et al., 2015; Burzala, 2016). The co-occurrence 
movement had previously been studied with the time series analysis technique 
(Cavalcante et al., 2016). Since the widespread of machine learning and data mining 
technologies successfully applied to many application areas, financial and business 
analysts have gradually adopted this new technology as their beneficial tool. The 
advantage of machine learning and data mining to the data analysis task is their 
intelligent search for the optimal solution to a specified problem. Intelligence is an 
important factor in modern business analytics. 
 
During the last decades, machine learning technique that has been applied extensively 
in business and other fields is artificial neural network, including its various 
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extensions (Oh and Kim, 2002; Lam, 2004; Chen and Du, 2009; Dai et al., 2012; 
Vanstone et al., 2012; Yoshihara et al., 2014; Gocken et al., 2016). Recently, an 
efficient and accurate learning technique using support vector machine has been 
introduced and rapidly adopted by researchers and practitioners to perform analytics 
and modeling tasks (Chen, 2010; Chao et al., 2012; Lin et al., 2013; Nayak et al., 
2015). For data exploration and knowledge discovery tasks, data mining technology 
has alternatively employed. The various data mining tasks used in financial and other 
business applications include clustering (Aghabozorgi and The, 2014), decision tree 
induction (Wu et al., 2006), and other intelligent techniques (Chourmouziadis and 
Chatzoglou, 2016). 
 
The superiority of data mining technique over conventional methods is the accurate 
modeling and at the same time the easy-to-apply of the obtained model. From the 
ease-of-use point of view to serve general users, the final product of modeling is thus 
presented as a small set of simple rules (Yu at al., 2013). To get such a simplified 
model, reducing number of predicting variables is therefore an important step to be 
applied prior to the modeling phase. Statistical methods such as principal component 
analysis (Sopipan et al., 2012; Guo et al., 2015; Wang and Wang, 2015) and 
independent component analysis (Lu et al., 2009) are normally used by data analysts. 
The major drawback of these statistical feature selection methods is the 
transformation process that makes data attributes changing their forms and values 
causing difficulty to interpretation and understanding. Recent research works are thus 
trying to discover new feature selection techniques that do not alter data format and 
content (Tsai and Hsiao, 2010; Lin et al., 2014; Kerdprasop and Kerdprasop; 2016). 
 
We, therefore, present in this paper the new feature construction method instead of the 
transformation of the existing data attribute values. The constructed new features are 
lagged data of stock market opening and closing values. We consider the two major 
stock markets of Asia, that are, Nikkei and Hong Kong Hang Seng. The detail of data 
used in our research is described in Section 2. The model building process, in which 
we pay particular attention to the decision tree model because of its comprehensibility, 
is explained in Section 3. The experimentation to confirm model efficiency is 
illustrated in Section 4. We conclude our research work in Section 5. 
 
 

2. DATA SET CHARACTERISTIC 
The data used in this work are opening and closing indexes from the three stock 
exchange markets: Stock Exchange of Thailand (SET), Hong Kong Hang Seng (HSI), 
and Japan Nikkei 225. Stock indexes used in this study are during September 28, 2016 
to November 14, 2016. Data are taken from the site https://www.google.com/finance.  
The 30 opening-day records that are the same date among the three markets are 
selected. That means for some specific date that was the holiday in some country, that 
date would not be used in our analysis for building a predictive model. The SET index 
movement (as either stable, increase, or decrease) is our analysis target, while the HSI 
and Nikkei are predictors. Data attributes and their meanings are summarized in Table 
1.  
 
The original data taken from the source contain only 6 attributes (or fields, features, 
variables), that are, the opening and closing prices of SET, HSI, and Nikkei. We 

https://www.google.com/finance�
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firstly construct other 3 attributes to represent movement of each stock market. These 
fields are named SIGN_CAL_SET, SIGN_CAL_HANG, and SIGN_CAL_NI. The movement 
of each stock market is computed by subtracting the closing price of current date from 
the previous day closing price, and then making it be percentage comparative to the 
current date closing price. If the price difference is less than 0.5%, the SIGN_CAL_ will 
be set to 0 (to signal stable or small change). If the index price decreases to 0.5% or 
lower, the SIGN_CAL_ will be set as -1 (to signal negative change). The last possibility 
is that the index price increases to 0.5% or higher; for this case, the SIGN_CAL_ will be 
set as +1 (to signal positive change). 
 
We then also compute closing-price difference of the current date comparative to the 
previous two-day closing price. There are thus 3 more attributes, named, 
SIGN_CAL_2_SET, SIGN_CAL_2_HANG, and SIGN_CAL_2_NI. The opening price of each 
market are also lagged 1 and 2 days. These 6 lagged attributes are SET_open_1, 
SET_open_2, HANG_open_1, HANG_open_2, NI_open_1, and NI_open_2. Totally, there 
are 17 predictive attributes and 1 target attribute, which is SIGN_CAL_SET. Figure 1 
shows example of 10 data instances. Data distribution for opening and closing prices 
of the three stock markets is also provided in Figure 2. 
 
Table 1. Data attributes and their meanings. 

Attribute name Meaning 
OPEN_HANG Opening price of Hong Kong Hang Seng (HSI) stock 

market 
CLOSE_HANG Closing price of HSI stock market 
SIGN_CAL_HANG Signal calculation of HSI closing price compared to the 

previous day closing price. Possible values: 0 (small to no 
change), -1 (negative change), +1 (positive change). 

SIGN_CAL_2_HANG Signal calculation of HSI closing price compared to the 
previous two-day closing price. Possible values: 0 (small to 
no change), -1 (negative change), +1 (positive change). 

HANG_open_1 Opening price on the previous day of HSI stock market 
HANG_open_2 Opening price on the previous two-day of HSI stock market 
OPEN_NI Opening price of Nikkei stock market 
CLOSE_NI Closing price of Nikkei stock market 
SIGN_CAL_NI Signal calculation of Nikkei closing price compared to the 

previous day closing price. Possible values: 0 (small to no 
change), -1 (negative change), +1 (positive change). 

SIGN_CAL_2_NI Signal calculation of Nikkei closing price compared to the 
previous two-day closing price. Possible values: 0 (small to 
no change), -1 (negative change), +1 (positive change). 

NI_open_1 Opening price on the previous day of Nikkei stock market 
NI_open_2 Opening price on the previous 2-day of Nikkei stock market 
OPEN_SET Opening price of Thailand SET stock market 
CLOSE_SET Closing price of SET stock market 
SIGN_CAL_SET Signal calculation of SET closing price compared to the 

previous day closing price. Possible values: 0 (small to no 
change), -1 (negative change), +1 (positive change). 
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This is the target attribute for modeling. 
SIGN_CAL_2_SET Signal calculation of SET closing price compared to the 

previous two-day closing price. Possible values: 0 (small to 
no change), -1 (negative change), +1 (positive change) 

SET_open_1 Opening price on the previous day of SET stock market 
SET_open_2 Opening price on the previous two-day of SET stock 

market 

 
 

 

 

Figure 1. Example of 10 data instances containing 18 attributes. 

 
 

 

 

 
Figure 2. Distribution for 30-day opening and closing prices of SET, HSI, and Nikkei 
 
 
 

3. CO-MOVEMENT ANALYSIS METHOD 
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The prepared stock data as explained in the previous section are then used for building 
the predictive model. The attribute SIGN_CAL_SET has been set its role as a target, and 
the other 17 attributes are eligible for being used as predictors. Some data instances 
containing null value are removed. The final data set is comprised of 30 instances and 
18 attributes. We build predictive models using three different schemes of training 
and testing data. The final 3 models and then compared on their predictive accuracy. 
The most accurate model is then reported as the best trading model for general traders 
to make decision regarding to the movement of SET index on that day. The analysis 
process is demonstrated as a flow chart in Figure 3. The analysis tool to implement 
our modeling scheme is IBM SPSS Modeler version 14 as shown in Figure 4. 
 

 

Figure 3. The steps to build trading model. 
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Figure 4. Implementation of the designed process with IBM SPSS Modeler. 
 

4. ANALYSIS RESULTS 
Upon implementing the designed modeling process, the three predictive models for 
predicting SET index movement can be shown as in Figure 5. Predictive model and 
importance of predictors are also given in the figure. We then evaluate the obtained 
three trading models by comparing the actual SET index movement (as either not 
change, positive change, or negative change) against the index movement outcomes 
predicted by the models. It turns out that the SET index movement prediction model 
using trading-date lagging strategy (model 3) shows the best performance of 72.73% 
predictive accuracy when tested with a separate test set. Model 2, which also uses 
trading-date lagging scheme but tested with training data, shows the predictive 
performance as accurate as 66.67%. The model 2 when tested with 3-fold cross 
validation, its accuracy drops to 47.70%. The low performance may due to the small 
set of training data. Model 1 that has been built from the same-day trading data of HSI 
and Nikkei markets without considering information from the previous date shows 
predictive performance at 56.67% accurate. The best trading model is thus the one 
with lagging scheme, that is, model 3. The model and its meaning are given in Figure 
6. 
 
Model 1 (Same-day trading analysis) 
 
OPEN_HANG <= 23859.400   
 OPEN_NI <= 16,751  => 1.0  
 OPEN_NI > 16,751   => 0.0  
OPEN_HANG > 23859.40 => -1.0 
 

(Accuracy = 56.67%) 
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Model 2 (Analysis with lagging 
scheme, use all train data) 

HANG_open_1 <= 23665.30   
 SIGN_CAL_2_NI <= -1  => 1.0  
 SIGN_CAL_2_NI > -1  => 0.0  
HANG_open_1 > 23665.30   => -1.0 

 
(Accuracy = 66.67%) 

 

Model 3 (Analysis with lagging 
scheme, use separate train-test 
data) 

HANG_open_1 <= 23665.30   
 SIGN_CAL_2_NI <= -1  => 1.0  
 SIGN_CAL_2_NI > -1  => 0.0  
HANG_open_1 > 23665.30   => -1.0 

 
(Accuracy = 72.73%) 

 

Figure 5. Trading models built from three different feature selection schemes. 
 

 

Figure 6. The most accurate trading model built from trading-date lagging scheme. 
 
 
Meaning of the best SET trading model is as follows: 
 
(1) If (opening price of HSI on the previous day was less than or equal to 23665.30) 

      AND 
     (calculated signal of Nikkei on the previous two days was negative change) 
  Then 
      SET index movement today shall be positive change
 

. 

(2) If (opening price of HSI on the previous day was less than or equal to 23665.30) 
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      AND 
   (calculated signal of Nikkei on the previous two days was positive or 

unchanged) 
  Then 
      SET index movement today shall be slightly or not change
 

. 

(3) If (opening price of HSI on the previous day was higher than 23665.30) 
  Then 
      SET index movement today shall be negative change

 
. 

 
 

5. CONCLUSION 
We present in this work the Thailand stock market movement prediction based on the 
analysis of previous Thailand stock market movement and the other two major 
markets of East Asia: Nikkei and Hong Kong Hang Seng. The main target for our 
prediction is the forecasting of SET closing price direction as either unchanged, 
increase, or decrease, comparative to the SET closing price on the previous day. To 
build the predictive model, we use opening and closing prices of SET, Nikkei, and 
HSI stock markets to train the tree-based induction learning algorithm. During the 
data preparation phase, which is the steps prior to the core learning phase, we also 
construct additional features using opening and closing prices that are the lagging of 
one to two days. Closing price difference computed from the previous day 
comparison has also been used as movement signal. This signal reflects three different 
directions of the market: unchanged, positive change, and negative change. The final 
tree-based model induced from our feature construction method has been evaluated on 
a hold out test set. Its predictive performance is 72.73% accurate. This level of 
predictive accuracy is satisfied. We, nevertheless, plan to improve predictive 
performance with additional background information and supplement the model with 
some advanced techniques.  
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